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DESIGNING OF COMPUTERIZED ADAPTIVE TESTS IN THE ABSENCE OF
TESTING STATISTICS

Abstract: A Computerized Adaptive Test proposes items according to the student's knowledge
level. Therefore, the number of items, which are given to students, is reduced. Besides, the ending
of such test is determined by the student's knowledge level, which allows an instructor to reduce
testing time. As usual, construction of such tests is based on the Item Response Theory (IRT). This
theory gives models which use statistical data about the student's knowledge level and difficulty of
items. We do not have such statistics for new tests. In such cases, this paper proposes to estimate
the complexity of items on the basis of the experts' conclusions. These conclusions are based on
the analytic hierarchy process (AHP) which was modified. The modification allows experts to
estimate the complexity of items with the help of the collection of the items characteristics. This
modification can remove the expert's inadequate estimates of items or their characteristics. This
method allows experts to classify all items in clusters according to their complexity in the first
stage of the testing when statistics of items use is absent. A test constructor, on the basis of a
decision tables network, realizes the algorithm of the items' selection from different clusters. In the
future, tutors will have tested a sufficient number of students' groups. They record statistics of the
test using. A test constructor receives such statistics, which will allow them to use the models of
the Item Response Theory for estimation of the test items' complexity.

The assessment of the knowledge level of students is made with the help of an adaptive test, which
is based on a network of decision tables. This network determines the algorithm of using items
from different clusters for the testing.

The adaptive test is built on the basis of the network of decision tables as a computer system. This
system is constructed on the Java platform with the help of the programming environment Android
Studio. It has the interface suitable for students as well as for a constructor, which allows the
constructor to change the algorithm of using items if received statistics of items use shows such
necessity.

Keywords: computerized adaptive test; analytic hierarchy process; experts’ conclusion; decision
tables; a network of decision tables.

1. INTRODUCTION

The problem statement. A Computerized Adaptive Test is a test which gives each item
according to the skills of a student. The finalization of the test is determined according to the
student’s skills. Thus, these tests are adapted to the characteristics of each student. All the
items are proposed according to the estimated student’s knowledge level. As a result, the
number of items which are posed to students is reduced. Thus, the test estimates the student’s
knowledge level faster, giving them adequate items.

The Item Response Theory (IRT) is a base for the design and analysis of tests. It allows
to choose the test items and to find the finalization criterion of the test.

Unfortunately, this theory uses statistical data about the student’s testing and difficulty
of used items.
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According to the IRT, the conditional probability of the item execution is a function of
the latent variable 6 (level of a student’s knowledge) and the difficulty () of items.

The relation between a student’s knowledge and the difficulty of the items is expressed
by the Rasch model or more complex models as was shown [1], [2].

Variables 0 and f are found from statistics. As usual, we do not have such statistics for
new tests.

So, here we face the main question. How can we estimate the difficulty of the items for
a new adaptive test, if statistics of items use is absent? An answer to this question was not
found in the literature.

The article’s goal. In view of the aforesaid, this paper describes a way of an adaptive
test design without statistics of the test items use.

Such design of adaptive test is made with the help of an expert group. In the future, the
test will be tested on big groups of students and we will receive statistics of its using. In such
case, it is possible to correct such test according to the IRT theory.

This paper is organized as follows:

Section 1 is an introduction to the problem of adaptive testing. Section 2 has main
results of the paper. Subsection 2.1 describes the general problems of the estimation of the
item complexity of adaptive tests with the help of the analytic hierarchy process (AHP).
Subsection 2.2 discusses building and concordance of pairwise comparisons matrices. Such
matrices are used in the AHP method, which determines the complexity of test items. Besides,
it describes the modification of the AHP method for classification of test items. This
modification forms the concordance of matrices of the pairwise comparisons. Subsection 2.3
deals with the receiving of values of pairwise comparisons matrices with the help of a group
of experts. Subsection 2.4 forms item clusters according to the item complexity. Subsection
2.5 shows the adaptive estimation of the knowledge level with the help of a network of
decision tables which use items from different clusters. Subsection 2.6 describes the software
implementation of the decision support system for adaptive testing. Such implementation is
made on the basis of a network of decision tables. Section 3 consists of conclusion and main
results of the paper.

2. THE RESULTS AND DISCUSSION

2.1. The method of estimation of item complexity

For the designing of the adaptive test, we should do the classification of items.

It is necessary to classify all items in classes according to their complexity. The
complexity is defined by the set of characteristics of the items.

It is possible to use different characteristics of items for their classification. For example,
we use such characteristics of items: item difficulty, item form, content validity, information
capacity.

It is possible to use other characteristics, for example, the simplicity of questions
formulating, inability to guess the answer and so on.

We do not have statistics on the items execution for the new tests. Therefore, such
classification is done with the help of experts.

So, it is necessary to classify the n items with the help of the m characteristics. For this
purpose, we should find methods which will classify the necessary items. We use, for the
classification of items, the analytic hierarchy process (AHP), which was introduced by Saaty
[3]. This method uses pairwise comparisons matrices of characteristics and items. Such
matrices are built with the help of experts.
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However, the use of the AHP meets some difficulties. Unfortunately, the AHP has the
possibility of the poor concordance of pairwise comparisons matrices. Such poor concordance
is determined by the expert's inadequate estimates of items or their characteristics.

Saaty [3] recommends removing the poor concordance of a pairwise comparisons
matrix in such way: 1) to change experts; 2) to find more data; 3) to solve the problem by
another method.

The aim of the next two sections is the modification of the AHP for the classification of
items. This modification allows us to form the pairwise comparisons matrices by the
experts' group that should improve the quality of these matrices. Besides, we propose the
method which allows us to check the concordance of pairwise comparisons matrices.

2.2. Building and concordance of pairwise comparisons matrices

Based on the AHP, experts construct a matrix of the pairwise comparisons of
characteristics. In such matrix, each row and column is labelled by the characteristics.
The matrix is filled with the help of assessment of the comparison of two characteristics.
The assessment is based on a scale of importance. This scale has the values from 1 ("equal
preference") to 9 ("A very significant advantage") (Table 1).
Table 1

The scale of importance

Values Description of importance
Equal preference.

1

3 Moderate advantage.
5 Essential advantage.

7 Important advantage.
9

2

Very important advantage.
,4,6,8 Intermediate values.

If the characteristic "Item difficulty" has a significant advantage over "Information
capacity", we put the value 8 at the intersection of the row, labelled by the characteristic "Item
difficulty" and the column, labelled by the characteristic "Information capacity".

And we will put the value 1/8 at the intersection of the column, labelled by
the characteristic "Item difficulty” and the row, labelled by the characteristic "Information
capacity". Thus, a group of experts forms the matrix of pairwise comparisons of the
characteristics of the test. An example of such matrix is given in table 2.

Table 2
The non-concordant matrix of pairwise comparisons of test characteristics
1 2 3 4
Item Form Content Information
difficulty validity capacity
1 Item difficulty 1 3 5 8
2 Form 1/3 1 1/3 6
3 Content validity 1/5 3 1 9
4 | Information capacity 1/8 1/6 1/9 1
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The matrix of pairwise comparisons defines relations between characteristics of items or
between items. For such relations transitivity of the matrix values should be performed.

The transitivity can check the logic of the expert thinking. The transitivity means for
factors (characteristics of items or items) that if factor A exceeds the factor B and the factor B,
exceeds the factor C, then the factor A should exceed the factor C. It is performed inequality
A> B>C, where the symbol ">" means exceed. Also, the numerical evaluation of the
transitivity of relations should be performed.

Let the factor A be 2 times more than factor B and the factor B 3 times more than the
factor C. From this, it follows that the factor A should be m = 2x3 = 6 times more than the
factor C.

Lack of concordance can be a serious limiting factor for the use of the AHP method.

For investigating the transitivity of relations it is proposed to use oriented graphs. The
pairwise comparisons matrix is rated as the adjacency matrix of the graph. The values of the
matrix will be interpreted as the weight of the edges of the graph.

The concordance of the pairwise comparisons matrix demands the same weight from all
paths between two nodes of the graph.

The node wllV attainable from the node vV, if v =w, or graph G = (V, E) has a path
from v to w, where the V is a set of nodes, the E is a set of edges (relations) between nodes.

The matrix of pairwise comparisons is constructed in such manner that does not need
to use the relations for which a;; <1 at i#j, and a; = 1 for the adjacency matrix of the graph.

The matrix of pairwise comparisons, which is presented in table 2 shows some
characteristics that characterize the items. We use this matrix as the adjacency matrix of the
graph to analyze the concordance (Fig.1,a.). To simplify the picture, branches which have the
weight less than or equal to 1 do not show on the graph.

1

a) 0)

Figure 1. The graph of the matrix of pairwise comparisons. a) The non-concordant matrix of
pairwise comparisons. b) The concordant matrix of pairwise comparisons

The analysis of the graph (Figure 1,a) shows that the matrix of pairwise comparisons
(Table 2) is non-concordance.
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The way 1-2-4 has the weight of 18 and the way 1-4 has the weight of 8. Way 1-3-2 has
the weight of 15 and way 1-2 has the weight of 3. The way 1-3-4 has the weight of 45 and the
way 1-4 has the weight 8.

Figure 1,b shows the graph which is based on the work of experts in the concordance of
the matrix of the pairwise comparisons. The concordance of the matrix of the pairwise
comparisons is presented in table 3.

Table 3
The concordant matrix of the pairwise comparisons
Subject . Information
difficulty Form Content validity capacity
Subject difficulty 1 6 2 8
Form 1/6 1 1/3 1.33
Content validity 1/2 3 1 4
Information capacity 1/8 1/1.33 1/4 1

The concordance of a matrix of pairwise comparisons is performed by a group of
experts in the iterative mode.

2.3. The receiving of values of pairwise comparisons matrices with the help of a
group of experts

The AHP method uses matrixes of pairwise comparisons of the characteristics of items
and, in the same way, the pairwise comparisons of the items.

It is possible to use a group of experts to improve the quality of matrices of pairwise
comparisons. The method of such evaluation is given below.

A group of the m experts estimates the pairwise comparison (aij) of the ith and the i
characteristics of the items.

Similarly, a group of the m experts estimates the pairwise comparison of the i and
the j™ items. It is performed with the help of the following algorithm. It is possible to
use 7 stages of assessment with the aim of improving its quality.

Algorithm 1.

1. Evaluation of the a;; is computed as a weighted average, according to the formula
m k
kz::l PiSij

—~ Py

ai

9

2.

k

where p, is the coefficient of the confidence of the k™ expert. On the first stage of

estimation, the coefficients of the confidence of all experts are the same and equal to 1. Slf is

the evaluation of the pairwise comparison of the /™ and the /™ characteristics or items. Such
evaluation is defined by the k™ expert. m is the number of experts.

Each expert makes the assessment of the pairwise comparisons based on a scale of the
importance. The values of this scale are defined in the range from 1 to 9 ( see table 1).

2. Calculate the coefficient of confidence of the k™ expert by the formula
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where 7 is the number of stages of assessment, ,0; is the coefficient of confidence of the k™
expert in the /™ stage of the assessment;

(G‘j _Sif)z
20

k

P =exp(= ),

G, is the estimation of the i™ characteristic or item in the /™ measure. This estimation is
defined after testing the matrix of pairwise comparisons from the point of view its
concordance. T, is the coefficient of forgetting of the Kt expert.
3. A test of the concordance of a pairwise comparisons matrix a; and its correction by
experts. As a result, we receive the new pairwise comparisons matrix with elements aij new.
4. Steps 1-3 are repeated until the change of elements aij after corrections is lower than
the predetermined value €.

2

2.2ld"—a,| <€

i=l j=1

2.4. The forming of item clusters according to the item complexity

This section describes the forming of item clusters with the help of the AHP method.

Step 1. According to the AHP method, we calculate the vector Y of local priorities as
follows:

1. Calculate the elements R; of the vector R.

Ri=(WixWpxW ... Wi, )",

where W are characteristics of the items the i" row and the j™ column of pairwise
comparisons matrix, » is the size of the matrix.

In our example n=4. The elements R; of the vector R of the characteristics of the items
of a test is calculated as the expression.

Ri=(WixWipxWisxWiy)" .

After substituting the numerical values from table 3 we get:

R;=(1x6x2x8)" =313,
R, = (1/6x1x1/3x1/1.33) " = 0.45 ,
R; = (1/2x3x1x4) " = 1.56 ,
R, = (1/8%1/1.33x1/4x1)"* =0.39 .

2. Calculation of the components X; of the normalized vector X of the characteristics of
the items with the help of such expression.
R

i R;
i=1

where 7 is the number of rows of the matrix of pairwise comparisons.

Xi=
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We find the components X; of the normalized vector X after substituting the numerical
values.

X;=3.13/(0.313+0.45+1.56+0.39) = 1.15,

X>=0.45/(0.3134+0.45+1.56+0.39) = 0.17,

X3=1.56/(0.313+0.45+1.56+0.39) = 0.58 ,

X4¢=0.39/(0.313+0.45+1.56+0.39) = 0.14.

3. Computation of the local priorities vector Y of characteristics of items is made with
the help of such expression.

F 4 ri ra ra
}‘-4' i 11 w 12 w 13W e X‘
r rd rd rd ra
¥ Way Waz Wz Wae Xz
= s
¥ W Wi Wiz Wae X
Ye Wap Wap Wz W X

We obtain a vector of local priorities Y for characteristics of the items after substituting
the numerical values.

446 1 6 2 8 1.15
074 |16 1 13 133 0.17
22307 12 3 1 4 “loss
0.56 1/8 1/133 14 1 0.14

Step 2. The matrix of pairwise comparisons of the test items (A, B, C, D, E) is based on
expert assessments. The matrix is filled with values estimated pairwise comparisons of the
items. Such matrix should be built for each of the characteristics. The filling of the matrix is
the same as in points 1-3 of step 1.

For each matrix, we build the vector of local priorities as in step 1. For our task, four
such matrices will be built.

We determine the vector of local priorities for test items based on each of the
characteristics as Z;;, where i is the number of the characteristic of the item, j is the number of
the item of the test. These vectors are summarized in tables 4-7.

Table 4
The vector of local priorities for items based on the parameter 'Subject difficulty"
Subject difficulty A B C D|E R; Xi Zy;
A 1 2 1 412 1.74 [ 0.31 1.54
B 172 |1 12 |21 0.87 0.15 0.77
C 1 2 1 412 1.74 | 0.31 1.54
D V4 | 172 | 1/4 |1 [1/2 |043 0.076 | 0.38
E 172 |1 12 |21 0.87 0.15 0.77
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The vector of local priorities for items based on the parameter ''Form"

Fom |[A [B[C [D [E [R [Xi [2
A 1 [2 ]2 |2 2 J174]033 [1.17
B 12 [t [t |1 |1 ]os87 [0.17 [083
C 12 [t |t [t [1 o087 [0.17 [083
D 12 [t [t [t |1 [087 [0.17 [0.83
E 12 [t [t [t |1 [087 [0.17 [0.83

Table 5

Table 6

The vector of local priorities for items based on the parameter ''Content validity'

Content A B C D E Ri | Xi |Zs
validity
A 1 1 1 1 1 1 02 |1
B 1 1 1 1 1 1 02 |1
C 1 1 1 1 1 1 02 |1
D 1 1 1 1 1 1 02 |1
E 1 1 1 1 1 1 02 |1

Table 7

The vector of local priorities for items based on the parameter ''Information capacity"

Information A B C D E R; X Ly
capacity
A 1 4 8 4 2 3.03 | 047 242
B 174 |1 2 2 1 1 0.15 0.82
C 78 | 172 |1 172 | 1/4 ]0.38 |[0.058 |0.30
D 174 |1 2 1 172 ]10.76 [0.12 |0.61
E 172 |1 4 2 1 1.32 10.20 1.06

Step 3: Calculation of the vector P of the global priority of items is performed with the

help of such expression.
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Py ZnZnZs Fa ¥
P ZpZnZpnlyp &
Pi |=|ZuZxZ:Zs |y,
P, ZZuZ 5 Zus ¥,
P; Zi5Z5Z35 L5

We get the vector of global priority of items (P) after substituting the numerical values.

19.05 134 (117 |1 |242 446
14.47 077 |083 (1 |082 0.74
1761 | = 154 |083 [1 (03 * 223
12.61 038 (083 |1 |0.61 0.56
14.61 077 (083 |1 1.08

With the help of the vector P experts can build several clusters of items of different
complexity.

For example, in our case the experts construct two clusters. The first cluster consists of
the items, for which the values of the vector P do not exceed 15. The second cluster includes
items, for which the values of the vector P are greater than 15. In this case, the first cluster
consists of the items B, D, E, and the second cluster consists of the items A, C.

2.5. Adaptive estimation of the knowledge level with the help of a network of
decision tables

The implementation of different clusters of items in the test is based on a decision
support system. Such system helps to choose the strategy of the items use.

The decision support system is based on the methods which allow checking students’
knowledge. Such evaluation will be made with the help of needed items. The method based
on the use of decision tables is often used to design decision support systems.

The programming language which uses decision tables was proposed by Lombardi [4].
Further development of the use of decision tables is presented in [5], [6]. The decision table is
a model of the decision-making process. It is a means of the compact description of logical
rules that are used to define actions.

These actions are performed by the conditions for resolving problems.

Decision tables help to understand the described problems. The use of decision tables
usually requires no explanation. They are formulated in the form accessible to perception and
understandable to all.

Interpretation of decision tables proposed in [5], [6] restricts their potential. These
decision tables do not allow the binding subset of conditions with the conjunction "or". The
modification of decision tables allows to link conditions with the conjunction "or". Such
decision tables have more adaptable possibility to describe the item use.

Besides, we develop theoretical principles that allow constructing networks from
decision tables.

A decision table is a means of the description of logical rules. Such logical rules are
used to define actions which are performed by the conditions.

A standard decision table has the form which is shown in Figure 2.
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Condition 1 Yes No Yes No
Condition 2 No Yes No Yes
Condition n Yes Ind No Yes
Action 1 * *
Action 2
. o 0 *
Action m # %

Figure 2. General view of the decision table

In the upper left quarter of this table, we have conditions. The truth of these conditions
is compared with the truth of each of Boolean vectors that are in the upper right quarter of the
table. The elements of a Boolean vector can have three values - "Yes", "No", "Indifferently".

If the truth of a Boolean vector coincides with the truth of a set of conditions, then the
subset of actions that are in the bottom left quarter of the table are performed. The symbols
"*#" of a vector-pointer from the right lower quarter of the table show actions which should be
executed. This vector-pointer is situated under the Boolean vector, which has the same truth
as the set of conditions.

Actions that are in the bottom left quarter of the table can be complex and include
expert systems, optimization problems, simulations and other methods.

The paper proposes the extension of decision table that allows binding conditions with
the conjunction "or".

In the case of this modification, the table will look similar to the table presented in
Figure 3.

As we can see, the decision table (Figure 3) has a subset of the set of conditions
consisting of 2, 3, 4 and conditions 6,7, which are in the same cells. Such conditions are
bound by the conjunction "or".

When at least one condition of a subset is true, the whole a subset is true. A subset of
the conditions is not true if all the conditions of a subset are not true. It should be noted that
the elements of a Boolean vector can be, depending on the needs, fuzzy, many-valued and
have other features that are necessary to describe the system. In the general case, the truth of
conditions can use the degree of confidence, which is the number of the interval [0,1], where
0 is complete distrust, 1 is complete confidence.

Condition 1 Yes No Yes No
Condition 2
Condition 3 No Yes No Yes
Condition 4
Condition 5 Yes
Condition 6 Yes
Condition 7
Condition n Yes Ind No Yes
Action 1 * *
Action 2

*
Action m * *

Figure 3. General view of the modified decision table
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Thus, based on the foregoing, decision table T can be represented as a set
T=<A, B, P, V, p:[(A(A)) - P, SCPXV, F:S — AB)>,

where A is a set of conditions, B is a set of actions, P is a set of Boolean vectors, V is a set of
vector-pointers, @: I([1(A)) - P is the surjection reflecting the truth of all subsets [ (A) of the
set of conditions A on the set of Boolean vector P, SCPxV is a set of related pairs of Boolean
vectors and vector-pointers, F:S - AB) is the injective mapping of related pairs "Boolean
vector — vector-pointer” in the set of all subsets AB) of the actions B.

Modification of decision tables allows us to have subset UCA of the set of conditions A.
Such subset U conditions are connected by conjunctions "OR".

For such subsets you can answer "Yes” (true), if at least one condition of this subset is
true, “no” (false), when none of the conditions of a subset is true, "It does not matter”
(indifferent), if the truth of all conditions of a subset does not matter.

Hence, we have:

HulJUcA)l(u)=true - I(U CA )=true;

U(u U cA)l(u)=false(indifferent) — I(U CA )= false(indifferent).

It is easy to use networks of decision tables for decision-making. We will use such
network for test management.
The network of decisions tables M is defined as follows:

M=<{T},{B(T)} ,w:{T}x P(B(T)) - P(T) >,

where {T} is the set of decision tables, {B(T)} is the set of actions of the decision table 7,
wAT}IxAB(T)) - P (T) is the surjection which displays all pairs "decision table - a subset of
actions of decision table 7" in a subset of decision tables for the execution of which it is
possible to go from the decision table 7.

We will consider some useful operations with a network of decision tables. The first
operation is the insertion of a new decision table into a network. The second operation is the
removing of a decision table from a network.

Let us assume that the decision table 7; must be inserted in the network M so that the
transition to the table 7;is caused by the action bUJ B(T) of the table 7 . In other words,
we perform the operation {7} = {T}J{T;}. And we add to the set of actions of the table 7} the
action that causes the transition to the table 7;. In other words, we perform the
operation B(Ty)=B(T}) [/{goto T;}. Besides, it is necessary to include a new Boolean vector
pUP and new vector-pointer v/V which points to the execution of the action {goto 7;/.

Suppose we need to delete from the network M the decision table 7, which is caused by
the action of the table 7. Then you need to remove from the network M the decision table 7;.
In other words, we perform the operation {T} = {T}\ {T;}. And we remove from the set of
actions of table T} action that causes the transition to the decision table 7;. In other words, we
perform the operation B(Ty)=B(T;) \{goto T;}. It is necessary to remove the Boolean vector
pUP and vector-pointer v/ V which points to the execution of the action {goto Tj}.

For example, we consider such simple adaptive test construction. Suppose we have
simple items B, D, E and items of high complexity A, C, identified in the previous section.
Let the constructor, that constructs the test, use such logic. If a student did not execute simple
items B and E, there is no need to give them the item D and the more complex items A, C.

A student receives the rating "not satisfactory" (2) and stops testing. If the student has
completed the item B or E, they receive the item D. If the student executes the item B, they
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receive the item D. If they do not fulfill it, the student receives a rating of "not satisfactory"
(2). The testing stops.

If a student does not execute the item B and executes the item E, the student gets the
item D. If they execute this item, they receive the rating of "satisfactory" (3).

If a student does not execute item D, they receive the estimation "unsatisfactory" (2).
The testing is terminated.

If the student has completed the items B, D, E, they receive the item A. And if they do
not execute it, a student is graded "good" (4). The testing stops.

If the student has completed the items B, D, E, A, they receive the item C. If they
execute it, the student receives the mark "excellent" (5). If the student does not execute the
item C, they receive the mark "good" (4) and the testing stops.

The schematic representation of the network is presented in Figure 4. The decision
tables of the network have such elements: conditions of the items B, D, E, A, C execution;
actions of the assessment of the testing (2, 3, 4, 5); the actions of the transition to another
table goto <table name>; Boolean vectors that define the execution of the items.

I1 T3
% -
B ves| no B  pres] R
gote T3 | * —| gote T4 | *
zoto T2 * : *
T2 T4
— -
E ves | no E ves| no
goto TH * — Zoto TS *
p - 3 -
16 15 7
Ly
D ves| no A ves| no Cc ves| no
k| - — gote T7 & 5 -
> + 4 & +

Figure 4. The example of the network of decision tables for testing

2.6. The algorithm and software for implementation of the decision support
system

The process of working with the system can be divided into the following stages:

1. The group of experts creates and coordinates a list of characteristics of the items.
Further, experts together conduct the pairwise comparisons of characteristics (Algorithm 1.
Subsection 2.3). Next, they form the matrix of pairwise comparisons of characteristics
(Subsection 2.2).

2. The experts mutually carry out the concordance of the matrix of pairwise
comparisons of characteristics (Subsection 2.2).

3. The second phase of the process is creating a list of items. The next step is the joint
execution by experts of pairwise comparisons of items for each characteristic (Algorithm 1.
Subsection 2.3). They construct matrices of pairwise comparisons of items (Subsection 2.2).
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4. The experts carry out the concordance of the matrices of pairwise comparisons of
items for each of the characteristics (Subsection 2.2).

5. The last step is the calculation of ranking of items, which are based on their
characteristics. Based on ranking of items, experts form the clusters of items (Subsection 2.4).

6. The design of the network of decision tables for the testing (Subsection 2.5).

The experimental variant of decision support system was developed on the basis of the
network of the decision tables. It was worked out in the programming environment Android
Studio.

The pilot operation of the system showed that the interface of the system is clear for the
users. The system can be recommended for decision support in the construction of the
adaptive tests. But it is a most versatile tool and can be used for decision-making in other
areas of human activity.

3. CONCLUSION AND PROSPECTS FOR FURTHER RESEARCH

1. In the paper, the method of design of adaptive tests is presented. This method allows
us to estimate the complexity of items of a new test when we do not have the statistics of its
use. The items complexity of such tests is evaluated on the basis of modification of the
analytic hierarchy process (AHP). This modification includes:

A) The calculation of the complexity of items based on the assessment of pairwise

comparisons matrices by the group of experts. Evaluation of the items and their

characteristics is calculated as a weighted average using a confidence factor for each
expert. The confidence factor of an expert is based on the quality of their estimations in
the past.

B) The analysis of graphs can execute the concordance of pairwise comparisons

matrices. In that way, it is possible to verify transitivity of matrix relations. This

verification allows analyzing and adjusting the logic of the experts’ thinking.

2. The use of the modification of the AHP can estimate classes of items for adaptive
testing.

3. The method of decision-making relative to using of testitems is developed as
a network of decision tables. Modification of decision tables is proposed. This modification
allows us to include conditions, bound by the conjunction "or", in a decision table.

4. The proposed formalizing of the network of decision tables and operations on this
network:

A) The inclusion of a new decision table in the network;

B) The extracting of a decision table from the network.

5. The adaptive test as a decision support system is built on the basis of the network of
modified decision tables. This system is constructed on the Java platform with the help of the
programming environment Android Studio.

6. The use of the system showed that it can be recommended for decision support in
training. But it is a most versatile tool. And it can be used for decision-making in some other
areas of human activity. For example, in banks reliability analysis or firms’ analysis in public
tender offers.

7. Dissemination of the described decision-making methods in analysis of firms, which
participate in public tender offers, is a direction for further research.
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Anortanisg. Komm'tiorepauii afanTuBHUN TECT NMPONOHYE 3aBJaHHS BIANOBIIHO O PIBHS 3HAHb
cTyaeHTa. ToMy KiTBKICTh 3aBIaHb, SKi HAJAIOTBCS CTYAEHTaM JJIS TECTYBaHHS, 3MEHIIYETHCS.
Kpim Toro, 3akiH4eHHS TaKOTO TECTy BHM3HAYAETHCS PiBHEM 3HAHb CTYJCHTA, IO JO3BOJIE
IHCTPYKTOPOBI CKOPOTHUTH Yac TeCTyBaHHs. 3a3BUUail MoOya0Ba TAKUX TECTIB 3aCHOBaHa Ha Teopii
nenarorivanx BuMipioBaub (Item Response Theory - IRT). Llg Teopist mpononye Moaeni, y sSIKUX
BUKOPHUCTOBYIOTHCSI CTATHCTUYHI JIaHi PO PiBEHb 3HAHb CTYACHTA i CKIAIHICTh 3aB/IaHb.

JI1s1 HOBHX TECTiB TaKO1 CTATUCTHKHU HEMae. Y TaKMX BHITAJIKaxX Y poOOTi MPOMOHYETHCS OI[IHUTH
CKJIAJIHICTh 3aBJJaHb HA OCHOBI BUCHOBKIB eKcrepTiB. [i BHCHOBKM 3aCHOBaHI Ha METOJi aHATi3y
iepapxiii (Analytic Hierarchy Process - AHP), skuit O0yB momudixkoBanuii. s momndikauis
JIOTIOMOXE€ YCYHYTH HEKOPEKTHI OLHKHM €KCIIepTaMH 3aBAaHb 1 iX xapakrepuctuk. Meron AHP
JI03BOJIsiE Kiacu(iKyBaTH BCi 3aBIaHHsS Ha KJIACTEPH BIANOBIIHO A0 IX CKJIAJHOCTI Ha MEPIIOMY
eTari TEeCTyBaHHS, KOJIM CTAaTHCTHKa BHKOPUCTAHHS 3aBAaHb BiACYTHS. Y MalOyTHbOMY, KOJH
Oyze TNPOTECTOBAHO BEJHMKY KUIBKICTh CTYAEHTCBKUX TIpYI, OTpPHMaHi CTAaTUCTU4YHI JaHi
TECTYBAaHHSI JI03BOJISITH BUKOpUCTOBYBaTH Mozeli IRT-Teopii ast yTOYHEHHS OIiHKHA CKIIaTHOCTI
TECTOBHUX 3aBJaHb.

KoHcTpykTOp TecTy, Ha OCHOBI 3alpOIIOHOBAaHOI B POOOTI Mepexi Tabiumb pilieHb, GopMye
aJTOPUTM BHOOPY 3aBJaHb JJIS TECTYBAHHS 3 PI3HUX KJIACTEPiB CKIAIHOCTI.

Ominka piBHA 3HaHb CTYACHTIB TPOBOAUTHCA 3a JIONIOMOTOI0 TPOTPAMHO pPealli30BaHOTO
aJIalITUBHOTO TECTY, 3AaCHOBAHOT'O HA MEPEXi TaOIHIb PIllICHB.

ANanTHBHUH TECT K CHCTeMa HiATPUMKHU IPUHUHATTS pillleHb peasli3oBaHuil Ha mardopmi Java
3a JIONOMOTOI0 cepeoBrIa rnporpamyBanss Android Studio. Bin Mae 3pyunuii sik ajst cTyeHTa,
TaK 1 IS KOHCTpPYKTOpa iHTepdeiic, sSKuil 03BOJSIE KOHCTPYKTOPOBI 3MIHIOBATH AJTOPHUTM
BUKOPHCTAHHS 3aBJlaHb, SIKIIO OTPUMaHa CTATHCTHKa BUKOPHMCTAaHHS 3aBJaHb TECTy B IpOLEci
TECTYBaHHS MOKaXXE TaKy HEOOXiTHICTb.

KuouoBi cjoBa: KOMN'IOTEpHU30BaHWN aNaNTHBHUN TECT; METOJ aHami3y iepapxiil; BUCHOBOK
eKCIIePTiB; TaOIHII pillleHb; Mepexa TaOJIHUIIb PIllIeHb.
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Bonnapenko Bukrop EBrennesnu

JIOKTOP TEXHHYCCKUX HAYK, JOICHT, mpodeccop Kadeapbl KOMIBIOTEPHBIX HAYK
Kueckuit MmexayHapoaHbiii yHuBepcurer, T. Kues, Ykpanna

ORCID ID 0000-0001-5591-1504
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AnHoTauus. KoMnbloTepHbIi aJanTUBHBINA TECT MpeAJiaracT 3aJaHusl B COOTBETCTBUM C YPOBHEM
3HaHUi cryzaeHTa. [103TOMy KOJNMYECTBO 3aJaHUH, KOTOPBIE MPEHOCTABISAIOTCS CTYACHTaM IS
TECTHPOBaHUs, YMEHbIIaeTcs. Kpome TOro, OKOHYaHHE TaKOTO TECTa OINpPENeNIeTCs YpOBHEM
3HAHUH CTYICHTA, YTO MO3BOJSICT HHCTPYKTOPY COKPAaTUTh BpeMs TecTUpoBaHusi. OOBIYHO
NOCTPOGHHE  TaKUX  TECTOB  OCHOBAHO HA  TEOPUM  IEJArorHUeCKuX  H3MEpeHHH
(Item Response Theory - IRT). Ota Teopus mpemnaraeT MOAENIH, B KOTOPBIX MCIOJB3YHOTCA
CTaTUCTHYCCKHE JaHHBIC 00 YPOBHE 3HAHUH CTYIICHTA U CIOXHOCTH 3aJ]aHUN.

JIJis HOBBIX TECTOB TaKOW CTATUCTHKH HET. B Takux ciydasx B paboTe HpeasiaracTcs OLCHHUTH
CJIO’KHOCTB 3a/laHUH Ha OCHOBE BBIBOJIOB 3KCIIEPTOB. DTU BHIBOJBI OCHOBAaHBI HA METOJE aHAIM3a
mepapxuii (Analytic Hierarchy Process - AHP), xoropeii Obm1 MoamdpummpoBan. ITa
MOTU(HUKAIHMA TIOMOXET YCTPAaHUTh HEKOPPEKTHBIE OIICHKH OJKCIEepTaMU 3aJaHui M X
xapaktepuctuk. Merox AHP mo3Bomser knmaccuduipoBaTh BCe 3aJaHHs Ha KJIacTephl B
COOTBETCTBHH C WX CJOXHOCTHIO Ha TIIEPBOM JTale TECTUPOBAaHHSA, KOTAAa CTaTUCTHKA
WCIIONB3YEMBIX 3aJaHuil OTCyTCTBYeT. B Oymymem, xorma OyneT HpOTECTHPOBAHO MHOXKECTBO
CTYJCHUYECKUX TpYMI, T[OJyYeHHbIE CTAaTUCTUYECKHE JaHHbIE TECTUPOBAHUS IO3BOJIST
ucnoib3oBath Mojenu IRT-Teopuu 17151 yTOUHEHUS! OLIEHKH CIIOKHOCTH TECTOBBIX 3a/IaHUU.
KoHcTpykTop Tecra, Ha OCHOBE, IPEUIOKCHHOW B paboTe ceTw Talbnui peuieHuid, Gpopmupyer
ITOPUTM BBIOOPA 3aJaHUM JIJIsl TECTHPOBAHUS M3 Pa3HBIX KIIACTEPOB CIIOKHOCTH.

OneHka ypoBHS 3HaHUM CTYJIEHTOB IPOU3BOAUTCS C MOMOINBIO MPOTPAMMHO PEAIU30BAHHOIO
aJIalITUBHOTO TECTa, OCHOBAHHOTO HA CETU TAOIUI] PCIICHHIA.

AIanTUBHBIA TECT KaK CUCTEMa TIOUICPKKH TIPUHATHS PEIICHUH peann3oBad Ha Tuiatdhopme Java
¢ ToMoIIpio cpeasl mporpammupoBanus Android Studio. OH uMmeeT ymoOHBIH Kak ISl CTYACHTA,
TaKk W U1 KOHCTPYKTOpa MHTEpQeic, KOTOPHIA MO3BOMSET KOHCTPYKTOPY H3MEHATH aJTOPUTM
WCIIONB30BAaHUS 33a/IaHUH, €CIM TOJy4YeHHas CTAaTHUCTHKA WCIONB30BaHUS 3aJaHUM TecTa B
mpoIiecce TECTUPOBAHUS TIOKAXKET TAKYI0 HEOOXOAUMOCTb.

KnwuyeBble ci10Ba: KOMIBIOTEPU3HPOBAHHBIA aJaNTUBHBIM TECT; METOJ aHallu3a HEepapXui;
3aKIJIFOYCHUE IKCIICPTOB; TAOJIUIBI PEIICHUH; CETh TaOIHUI] PEIICHHIA.
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